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Abstract. For AI agents to emulate human behavior, they must be able to perceive, meaningfully inter-
pret, store, and use large amounts of information about the world, themselves, and other agents. Meta-
cognition is a necessary component of all of these processes. In this paper we briefly a) introduce con-
tent-centric computational cognitive (C4) modeling for next-generation AI agents;  b) review the long his-
tory of developing C4 agents at RPI’s LEIA (Language-Endowed Intelligent Agents) Lab; c) discuss our 
current work on extending LEIAs’ cognitive capabilities  to cognitive robotic applications developed us-
ing a neurosymbolic processing model; and d) sketch plans for future developments in this paradigm 
that aim to overcome underappreciated limitations of currently popular, LLM-driven methods in AI. 

Metacogni*ve abili*es are a key prerequisite for making AI agents full-fledged members of hu-
man-AI teams. AI agents  must use metacogni*on both for introspec*on and for mindreading—
that is, understanding the knowledge, reasoning, inten*ons, skills, personality traits, and prefer-
ences of themselves and their teammates. Core prerequisites for introspec*on and mindreading 
are maintaining and dynamically enhancing a) the agent’s ontological model of the world and 
the agents in it; b) resources that link elements of percep*on with the agent’s mental models 
(e.g., a lexicon that links words and phrases to ontological concepts); and c) the agent’s memo-
ries of past experiences of percep*on interpreta*on, reasoning, and ac*on. All this content sup-
plies essen*al metacogni*ve heuris*cs for the agent’s decisions. 

It cannot be overemphasized that seman*cally interpretable knowledge resources are essen*al 
to an agent’s ability to select appropriate ac*ons and explaining why those ac*ons were cho-
sen. This is the content-centric aspect of C4 modeling. Moreover, interpreted knowledge facili-
tates an agent’s instruc*ng and being instructed by other agents through show and tell, the way 
people are taught in everyday situa*ons and in all manner of training environments.  

Crucially, interpreted knowledge resources support a variety of computa*onal approaches to 
realizing metacogni*vely endowed AI agents – rule-based and machine learning-based ones as 
well as hybrid, so-called neurosymbolic approaches.  

A Brief Survey of Metacogni3on in Agents Developed Using C4 Modeling 

Wei et al. [3] characterize metacogni*on as suppor*ng the following four capabili*es (the defi-
ni*ons are ours): transparency, which involves an agent’s explaining its reasoning and decision-
making; adaptability to novel situa*ons and in support of lifelong learning; reasoning, including 
its self-aware aspects; and percep3on, which requires interpre*ng the output of percep*on-ori-
ented technologies. This taxonomy is incomplete, especially if we take into account cogni*ve ro-
bo*cs. For this, a fiRh capability must be added: ac3on, both physical and verbal, which agents 
must carry out within their teams.  

In the LEIA lab, we have been developing all of the abovemen*oned capabili*es within the C4 
modeling framework. Sample prototype applica*ons are the Maryland Virtual Pa*ent (MVP) 



system for training medical students [4: Chapter 8];  a virtual vehicle agent [5: sec*on 7.1.5]; 
and several simulated human-robot team applica*ons based on the HARMONIC cogni*ve-ro-
bo*c architecture [6]. 

Transparency. In all our systems, (a) the output of all system modules is available, in human-leg-
ible form, for inspec*on, and (b) a special module is devoted to genera*ng explana*ons, in plain 
English, of the reasons for agent decisions. 

Adaptability. When virtual pa*ents in MVP engage in dialog with human users, they mindread 
them, taking into account their personality traits, physical and mental states, and levels of do-
main knowledge. In all of our systems, agents engage in lifelong learning of new ontological con-
cepts and new lexical material through dialog with teammates. This is made possible by our ex-
tensive work on deep natural language understanding that uses stored knowledge resources for 
bootstrapping (see, e.g., [5: chapter 7]). 

Reasoning. LEIAs engage in reasoning when interpre*ng input, deciding on instan*a*ng and pri-
ori*zing goals, selec*ng plans, carrying out plans, dealing with disturbances, and choosing how 
to implement individual ac*ons within the plans. All these tasks involve heuris*c decision func-
*ons whose argument sets include values of a number of metacogni*vely-related metaparame-
ters. For example, if the computa*onal cost of determining a parameter value in a decision 
func*on is too high, then the func*on can be run without that feature, albeit with a lower confi-
dence in the resul*ng decision. Confidence is, in turn, computed using metaparameters includ-
ing vagueness and incompleteness of sensory input. Confidence is among the determinants of  
ac*onability – that is, whether the agent believes it is licensed to act on an incomplete under-
standing of an input, given an applica*on’s requirements (for detailed discussions of ac*onabil-
ity, see [4-6]). 

Percep3on. In all our systems, results of percep*on are interpreted in terms of the system’s 
knowledge resources. Interpreta*on rou*nely takes into account metacogni*ve aspects, such as 
the agent’s history, its mindreading of other agents, etc. A good example of the use of metacog-
ni*on in percep*on is the LEIAs’ ability to recover from ill-formed language uberances and de-
tect cogni*ve biases in others (see relevant discussions throughout [4], especially chapters 3 
and 4, and sec*on 8.2]).  

Ac3on. In all our systems, LEIAs generate verbal ac*ons to communicate with teammates. LEIAs 
not only produce an English rendering of the underlying thought but also select a style and 
word choice that reflects mindreading of teammates’ beliefs, inten*ons, emo*ons and person-
ality traits as well as their shared history. Thus, when a virtual pa*ent in MVP comes to a repeat 
visit to a par*cular doctor and the doctor asks, “How are you?” the LEIA judges it appropriate to 
respond with the compara*ve “I’m feeling beber.”  

Evolu3on of the Computa3onal Infrastructure for C4 modeling  

Originally we implemented LEIAs as predominantly rule-based systems. But in light of the tech-
nological leap offered by LLMs, we recently switched to a hybrid, neurosymbolic infrastructure. 
Howeover, our approach to hybridiza*on differs from most current integra*on proposals (see 
[7] for a survey), which focus on LLMs and use limited knowledge-based support in an effort to 
boost performance. Our approach is the opposite: We focus on C4 modeling with the goal of 



producing trustworthy agents and integrate LLMs as means of improving system performance. 
To date, we have incorporated LLMs in two components of LEIAs – language genera*on and life-
long learning through understanding.  

Unlike LLMs, C4 agents generate text inten*onally, as a step in consciously pursuing a goal. This 
process involves both the selec*on of the content to be conveyed and the choice of how to ac-
tually say it in English. We use knowledge-based methods to select the content and generate 
mul*ple candidate sentences to convey it. Then we use an LLM to decide which of those sen-
tences is best in the context. This is precisely the kind of task that LLMs are good for because it 
requires a mastery of how the surface level of language works without the need to take respon-
sibility for its content (see [5], sec*on 4.3). We have tested a varia*on on the above capability in 
a system for automa*c authorship anonymiza*on [8] in which LLMs helped to filter out atypical 
textual formula*ons and offered addi*onal text paraphrase solu*ons when the knowledge-
based engine failed to adequately anonymize a text. 

To implement lifelong learning through understanding, LEIAs use their available resources and 
processors to learn new, and improve exis*ng, lexicon entries and ontological concepts by un-
derstanding natural language texts or inputs from human or robo*c instructors. Our team’s 
early implementa*ons of this process [9-13] were rule-based. The approach we are now work-
ing on incorporates LLMs to enhance the efficiency of the learning process by filtering the lexical 
material for LEIAs to interpret during the learning process. The algorithm for this process, de-
scribed in detail in [5: Chapter 7], is currently being implemented in an applica*on of the HAR-
MONIC cogni*ve-robo*c architecture [6]. 

Conclusion 

This paper argues that content-centric computa*onal cogni*ve (C4) modeling is the most prom-
ising methodology for building trustworthy AI agents that are self-aware and capable of human-
level explana*ons. Only such agents are fit for truly cri*cal applica*ons in defense, health, fi-
nance, etc. Metacogni*on is an integral feature of C4 modeling, as illustrated by the above ex-
amples of  C4-based systems the RPI LEIA lab has built. We have also demonstrated that C4 mod-
eling can be implemented in a variety of computa*onal infrastructures, including the novel neu-
rosymbolic one we are implemen*ng. In the immediate future we intend to demonstrate that 
our approach to lifelong learning through understanding will remove the so-called “knowledge 
bobleneck” and will facilitate the development of flexible and reliable agents and robots that 
can become full-fledged members of human-AI teams. 
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